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THE ARTIFICIAL INTELLIGENCE PRIMER

Artificial intelligence (AI)—the ability of machines to perform 

tasks that would normally require human intelligence—is 

becoming an increasingly urgent topic of discussion in c-suites, 

newsrooms, and academic institutions around the world. Rapid 

gains in computing power, exponential increases in availability of 

digital data, and new research in computer and data science are 

enabling algorithms to meet or exceed human capability across 

diverse tasks. These developments have given rise to machine 

capabilities that at once inspire and unnerve: trucks that drive 

themselves, computer programs that develop drug therapies, 

software that writes news articles and composes music. 
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Many executives find themselves alternately exhilarated, unsettled, and 
bemused by the predictions about artificial intelligence’s (AI) potential following 
its recent technical advancements. 

Self-described “tech evangelists” predict AI will 
soon slash the cost of doing business, add billions 
or trillions of dollars to the economy, and liberate 
employees from drudge work. Cynics caution with 
equal vigor that we are on the verge of upending 
financial markets, seeding mass unemployment, 
and perhaps threatening humanity itself (much 
good cost savings will do us then). A growing 
cadre of skeptics disavow both positions, pointing 
to all the times so-called “artificial intelligence” 
has failed to deliver in the past and continues  
to now. Who hasn’t cursed a virtual customer 
service agent?  

So, it would be tempting for leaders to set AI 
exploration aside until there is greater consensus 
about its capabilities, benefits, and risks. But 
waiting would be a mistake. AI, to be sure, is a 
nascent technology with serious limitations. It is 
often difficult to implement and falls far short of 
our expansive human capabilities. But even in its 
current, limited form, AI is being used to substi-
tute for human intelligence in a growing number 
of tasks. These tasks, taken together, account 
for meaningful portions of our professional and 
personal lives. Ceding them to machines—as 
we’ve just begun to do—will change our jobs, 
economy, relationships, and understanding of 
ourselves. The gravity of this impact calls us 
to act. We must create—not respond to—our 
future with AI. We will decide what AI means for 
our collective future. 

The first step is cultivating our understanding 
of what AI is and what it implies. This Artificial 
Intelligence Primer provides this foundational 
understanding. In it, we discuss where AI came 
from, how it got to where it is today, and where it’s 
likely going. We explain and dispel common myths 
that surround it. While the Primer discusses tech-
nical topics, no technological expertise is required 
to understand it. Instead, it is meant to help exec-
utives, practitioners, and curious skeptics alike 
consider what AI will mean for them and their 
teams. We hope it will help you consider how AI 
might be used to create a world that is not simply 
more efficient, but more equitable, meaningful, 
and verdant. 

In creating the Primer, we were inspired by the 
works of wide-ranging academics, entrepreneurs, 
and government organizations whose work came 
before ours. We hope this book will inspire you to 
watch, read, and listen to the insights of AI experts 
like Andrew Ng, Stuart Russell, Fei-Fei Li, and John 
Launchbury. We are honored to accompany you 
in your effort to understand and harness AI. We 
hope that you will share the ideas, aspirations, 
and worries the information in the Primer evoke 
for you. We are interested to hear these perspec-
tives from you as we set out on our own journey 
to make the most of AI.

Please join the conversation at boozallen.com/
AIPrimer and contact us at AI@bah.com.

I N T R O D U C T I O N
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TA B L E  O F  C O N T E N T S

1. HOW WE GOT HERE  
Definitions and Origins of Artificial Intelligence 

In this section, you will find the definition for artificial intelligence (AI) 

and the key concepts associated with it, like machine and deep learning. 

You will also find an abbreviated history of AI’s evolution, including an 

explanation of its recent ascent. After reading this section, you will be 

conversant in the foundational concepts that underpin AI. 

2. SEPARATING HYPE FROM REALITY  
What AI Can and Can’t Do

In this section, you will find an overview of AI’s capabilities and limita-

tions as they are today. You will read an introduction to AI applications, 

including in computer vision, natural language processing, robotic 

process automation, cognitive robotics, and more. After reading this 

section, you will understand what kinds of tasks AI can and cannot be 

used to address. 

3. CONSIDERATIONS FOR GETTING STARTED  
Five Questions to Get Started with AI  

In this section, you will find guidance for deciding which form of AI your 

organization should pursue based on your goals, risk tolerance, talent 

and data assets, and corporate and personal values. 

4. A GLOSSARY OF AI TERMS 
This section comprises a short guide to the terms used most often in 

AI research. 
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D E F I N I N G  A R T I F I C I A L  I N T E L L I G E N C E
The first challenge to understanding Artificial Intelligence (AI) is defining it. A simple web search 
for a definition will return enough conflicting explanations and bad illustrations of robots to make 
you regret trying in the first place. In this section, we’ll help you gain a realistic understanding of 
what AI is—and is not. 

What is AI?

The best place to start is by understanding what academics, 
consultants, and internet savants can agree on: the “why” and 
the “how” of AI. First, the why. The purpose of AI is to produce 
machines able to perform tasks that would normally require 
human intelligence. Put simply, AI researchers want to build 
machines that can perform tasks we do—ideally better than 
we do them. Next, the how. AI works by enabling machines 
to perceive, learn from, abstract, and act on data (machine 
learning). AI and machine learning are often conflated, but 
machine learning is a technique for achieving AI—not the 
entire field. Deep learning, for its part, is a machine learning 
technique. (Fig. 1.1) These techniques are described in greater 
depth in the next section, A Brief History of AI. 

What Isn’t AI?

Today’s AI is not anything like the killer robots we see in 
movies or on TV. In fact, the cardinal limitation of AI is 
that—at least for now—it can only perform narrowly 
defined tasks well. That’s why today’s AI is referred to as 
artificial narrow intelligence. Artificial general intelligence 
(AGI), in which machines would match humans’ capacity 
to perform many tasks (think, C-3P0 from Star Wars) does 
not yet exist. Despite recent acceleration in AI development, 
most researchers agree there is no clear path to creating 
AGI today. Therefore, claims that AI will soon “replace” us 
should be viewed with healthy skepticism. We may find our 
jobs boring at times, but few of us perform just a single task 
(and thank goodness for that). 

Another frequent point of confusion is the relationship 
between AI and data science. Both fields are rooted in 
computer science and mathematics, and both are concerned 
with finding patterns in data to produce actionable insights. 
The critical difference between the two is that AI is concerned 
with enabling machines to autonomously perceive, reason, 
and act, while data science is the human tradecraft of 
producing insights from data that enable us to act. Online 
store managers might use data science to review click rates 
and shipping data, identifying opportunities to create 
efficiencies. Or they might use AI to parse other vendors’ 
pricing data and automatically adjust their own store’s 
pricing in real time. The magic of AI is in ceding some work 
to machines to avoid tedious tasks and allow us to focus 
on higher-order work. 

WHAT IS AI?
• Interchangeable with the term machine 

intelligence, or “MI” 

• Able to perform certain narrowly defined tasks 
as well as or better than humans 

• A substitute for human intelligence in certain 
rote tasks within jobs

AI is a field concerned with producing machines able to 
autonomously perform tasks that would normally require 
human intelligence by giving them the ability to perceive, 

learn from, abstract, and act using data.

WHAT ISN'T AI?
• Interchangeable with the term “data science” 

• Able to perform wide-ranging tasks as well as 
or better than humans

• A substitute for any human’s entire job

Figure 1.1 – What AI Is – What AI Isn’t
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AI has long captured our imaginations through science fiction, but it has also 
existed as an area of serious academic research for more than 60 years. 

1950s: The Birth of Machine Learning

In the 1950s, advances in computer science were 
generating great excitement about the potential 
for machines to replicate or even surpass human 
capability at a wide range of tasks. Academics 
began testing the notion that, instead of providing 
computers explicit, step-by-step instructions for 
performing tasks (as is the case with computer 
programming), machines could be trained to 
perform tasks on their own. 

In 1956, a small group of American researchers 
proposed an 8-week study of AI at Dartmouth 
University. The resulting “Summer Research 

Project on AI” is widely viewed as the birth of 
formal AI research. The leaders of the project set 
as their goal to give machines the ability to “use 
language, form abstractions and concepts, solve 
kinds of problems now reserved for humans, and 
improve themselves.”1 Modern AI experts are still 
working to address each of these challenges. But 
those early researchers’ efforts established the 
most promising technique we have for achieving 
AI today: giving machines the ability to learn 
from data without explicit programming, or  
“machine learning.” 

Defining Machine Learning 
Machine learning is a technique for achieving AI 
that involves training algorithms to parse, learn 
from, abstract, and act on data.2 To accomplish 
this, we feed algorithms, which are sets of rules 
used to help computers perform problem-solving 
operations, large volumes of data from which 
to learn. Generally, the more data a machine 
learning algorithm is provided the more accurate 
it becomes at making inferences. 

Just as there is no one way to write a poem 
or compose a piece of music, there are many 
approaches to creating machine learning algo-
rithms. Researchers have taken inspiration from 
a variety of academic fields to develop distinc-
tive styles and structures for algorithms. The 
“symbolist” approach, for example, takes inspi-
ration from logic and philosophy. It involves 

codifying human knowledge as sets of rules and 
programming these rules into computers. Other 
machine learning approaches draw inspiration 
from fields as diverse as neuroscience, psychology, 
evolutionary biology, and statistics. 

Over time, various groups of researchers have 
grown to focus on or favor specific machine 
learning methods, coalescing into groups AI 
expert Peter Domingos dubbed the “five tribes of 
machine learning.”3 (Fig. 1.2) While they may 
at times disagree about how best to approach 
machine learning, the term “tribe” isn’t meant 
to call to mind Survivor. Machine learning experts 
often do communicate and collaborate across tribal 
lines. Instead, the “tribal” umbrella is a helpful 
way to think about the spirit of discovery and 
competition among machine learning experts.

1960s–2000s: Challenges to Machine Learning’s Advance 

Since the 1950s, the tribes of machine learning 
have been working to bring AI out of the lab and 
into real-world applications. While AI often fell 
outside the realm of public consciousness during 
this time, it did achieve incredible feats. Many 
will remember, for example, Gary Kasparov’s 

crushing defeat at the hands of IBM’s “Deep 
Blue” computer in 1997. AI systems also beat 
the world champion at backgammon in 1979 and 
drove a car more than 1,000 kilometers on a Paris 
highway in 1994.4,5

A  B R I E F  H I S T O R Y  O F  A I 
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Considering these successes, you may wonder why AI did not 
take off before the past 5 years. 

Until recently, most approaches to producing AI were incred-
ibly labor-intensive, and the resulting systems exhibited only 
very limited intelligence. This problem is most clearly repre-
sented in “expert systems,” which grew popular in the 1970s 
and 1980s. Researchers created expert systems by carefully 
documenting as data the knowledge of human experts—like 
accountants and doctors—and representing it as logic-based 
rules. Once programmed with these rules, computers could 
answer questions and perform simple tasks from narrow 
problem domains with great accuracy and scale. A hypothet-
ical doctor expert system input with the symptoms “runny 
nose” and “grogginess” could, for example, indicate a diagnosis 
of “cold.”

The problem with expert systems was that they needed to be 
painstakingly reprogrammed each time the rules upon which 
they relied changed. If the medical community, for example, 
discovered a new raft of symptoms indicative of a disease, the 
machine would have no way of knowing without being explic-
itly reprogrammed with new rules. For this reason, expert 
systems, and other early forms of AI, were called “brittle”—a 
term AI researchers use to convey a system is easily broken 
because it does not evolve to reflect changing circumstances. By 
the 1980s, most expert systems had been abandoned, and the 
commercial sector had grown wary of claims about “artificial 
intelligence” solving business and research problems.6

Early Challenges to Advancing Machine Learning 
Why couldn’t AI experts simply find a way to make systems 
that were less brittle? The biggest challenge was the lack of raw 
materials needed to make machine learning work—particularly 
the dearth of computer-readable data. Remember: Creating a 
doctor expert system in the 1980s would have required care-
fully capturing a set of doctors’ thoughts, ideas, and inclina-
tions as data. A second, and related challenge, was the lack 
of computing power to process data for machine learning in 
problem spaces where computer-readable data was readily 
available. Running machine learning experiments in the lab 
often required days as computers pored through massive 
amounts of data. To understand better why a lack of data and 
computing power held AI back until recently, it’s helpful to take 
a look at how machines learn [Fig 1.3].

“An at tempt will  be made to f ind how to make machines use language, form abstractions 
and concepts, solve kinds of problems now reser ved for humans, and improve themselves.”

– Artificial Intelligence Researchers J. McCarthy,  M.L. Minsky, N. Rochester, and C.E. Shannon, 1956

Figure 1.2 – Five Tribes of Machine Learning 
Source: Pedro Domingos, “The Five Tribes of Machine Learning”  
Booz Allen analysis

ACADEMIC
ORIGINS GOAL
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SYMBOLISTS
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Evolutionary 
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Automate the 
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method

Systematically 
reduce 

uncertainty
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human brain
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generations
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The Bottom Line Upfront

All forms of machine learning rely on the availability of large volumes of data to train algorithms. 
Most forms of commercially viable AI rely on supervised machine learning, which is generally 
more accurate and reliable than unsupervised learning (at least for now). Therefore, the limiting 
factor in organizations’ ability to take advantage of AI is access to a large set of well-organized, 
labeled data. Improving techniques for unsupervised learning, which relies only on unstructured, 
unlabeled data, and semi-supervised learning, which requires less labeled data, will be critical to 
advancing the field of AI and increasing the number of organizations that have access to it. Until 
then, when considering an AI initiative, it’s important to consider whether you have the data 
available to support it, and if not, how you might leverage partnerships to access such data. 

Supervised Machine Learning

In supervised learning, machine learning algorithms are given training data categorized as input 
variables and output variables from which to learn patterns and make inferences on previously 
unseen data. The goal of supervised learning is for machines to replicate a mapping function 
we have identified for them (for example, “fuzzy ears and whiskers map to the label ‘cat’”). 
Provided enough examples, machine learning algorithms can learn to recognize and respond to 
patterns in data without explicit instructions. Supervised machine learning is typically used for 
classification tasks, in which we segment data inputs into categories (e.g., for image classification), 
and regression tasks, in which the output variable is a real value, such as a price or a volume. The 
accuracy of supervised learning algorithms typically is easy to evaluate, because there is a known, 
“ground truth” (output variable) to which the algorithm is optimizing. For example, if we are 
using supervised machine learning to identify cats in photos, we can easily tell if the algorithm is 
successful in that task. Most commercial applications of AI rely on supervised machine learning.

Unsupervised Machine Learning

Unsupervised machine learning is an approach to training machine learning in which the 
algorithm is given only input data, from which it identifies patterns on its own. The goal of 
unsupervised learning is for algorithms to identify underlying patterns or structures in data 
to better understand it. Unsupervised learning is closer to how humans learn most things 
in life: through observation, experience, and analogy. One might, for example, conclude 
which neighborhood restaurants are popular by observing foot traffic, tidiness, and food 
quality—no “good” or “bad” label is needed. Unsupervised learning is best used for clustering 
problems—for example, grouping customers by purchasing behavior. It is also useful for 
“association,” in which algorithms independently discover rules in data; for example, “people 
who like popsicles also tend to enjoy sorbet.” The accuracy of unsupervised learning is harder 
to evaluate, as there is no predefined ground truth the algorithm is working toward. 

And a few twists...

Sometimes researchers combine these approaches in a method called “semi-supervised learning.” 
In this approach, machine learning algorithms are given a small amount of labeled training 
data and a much larger pool of unlabeled data from which to learn. This approach can combine 
the best of both worlds—improved accuracy associated with supervised machine learning and 
the ability to make use of unlabeled data, as in the case of unsupervised machine learning. 

A  Q U I C K  G U I D E  T O  H O W  M A C H I N E S  L E A R N

Figure 1.3 – A Quick Guide to How Machines Learn
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How Supervised Machine Learning Works

TYPES OF PROBLEMS TO WHICH IT’S SUITED

MACHINE MACHINE

“CATS”
Label

“CATS”

“NOT CATS”

Provide the machine learning algorithm categorized or 
“labeled” input and output data from to learn

Feed the machine new, unlabeled information to see if it tags 
new data appropriately. If not, continue refining the algorithm

STEP 1 STEP 2

CLASSIFICATION
Sorting items 
into categories

REGRESSION
Identifying real 
values (dollars, 
weight, etc.) 

MACHINE MACHINE

How Unsupervised Machine Learning Works

TYPES OF PROBLEMS TO WHICH IT’S SUITED

SIMILAR GROUP 1

SIMILAR GROUP 2

Provide the machine learning algorithm uncategorized, 
unlabeled input data to see what patterns it finds

Observe and learn from the 
patterns the machine identifies

STEP 1 STEP 2

CLUSTERING
Identifying similarities in 
groups

For Example: Are there patterns in 
the data to indicate certain patients 
will respond better to this treatment 

ANOMALY DETECTION
Identifying abnormalities in 
data

For Example: Is a hacker intruding in 
our network?

“Children don’t have adults 
telling them what each 

pixel represents in ever y 
image they see, or what 

are the objects present in 
ever y image, what is the 

grammatical structure and 
the f ine sense of ever y 

word in ever y sentence they 
hear. We ex tract most of 

the information from simple 
obser vation, and that is 

what unsuper vised learning 
in principle does.” 

– Yoshua Bengio, world-renowned  
AI expert, January 2016

Figure 1.4 – Supervised vs. Unsupervised Machine Learning
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2010–The Present: An Artif icial Intelligence Renaissance 

The convergence of three interrelated tech-
nology trends [Fig. 1.5] are propelling AI past 
the hindrances that have encumbered its devel-
opment over the past 60 years. Their effects are 
so highly anticipated that many experts forecast 
they will spark a new technological revolution 
akin to industrial revolutions of the past. While 
we like to avoid hyperbole, we concede the 

factors contributing to AI’s advance today signal 
the start of a major technological transformation. 
7,8,9,10 

The hallmark achievement these trends have 
enabled is a powerful machine learning technique 
known as deep learning.

Figure 1.5 – Factors Contributing to Artificial Intelligence’s Recent Advancement  11, 12, 13 
Sources: The New York Times, The Economist, MIT Technology Review, Booz Allen analysis

Trends Contributing to Artificial Intelligence’s Ascent (2012–2017) 

An Exponential Increase in Availability of Digital Data
Training machine learning algorithms requires massive amounts of data. In the past, 
researchers painstakingly codified pieces of information into digital format to make them 
useable for machines. Today, our Internet-connected devices produce massive quantities 
of machine-readable data without our explicit direction. 

1

Better Hardware/High-Performance Computing
Not too long ago, running a single machine learning experiment could take days or weeks 
due to the sheer volume of data the algorithms needed to process to make AI. Today, new 
types of computing chips have enabled much faster experimentation. Graphics processing 
units (GPU), originally created for the world of computer gaming in which players move 
through visually rich digital worlds, have proven exquisitely useful for machine learning. 
By carrying out many computations in parallel—rather than sequentially, like traditional 
chips—GPUs work much more efficiently than their forebears. 

2

Breakthroughs in Machine Learning Research
Connectionist machine learning research has in recent years produced new algorithms 
that are remarkably efficient and accurate in their interpretation of massive data. Artificial 
Neural Networks, a type of algorithm that has existed since the 1950s, now have far more 
data to learn from and are far more complex than previous iterations. These changes have 
contributed to the creation of Deep Neural Networks and "deep learning." 

3
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Deep learning is a machine learning technique that relies 
on algorithms called Deep Neural Networks (DNN). 
DNNs are a form of Artificial Neural Network (ANN)— 
a connectionist algorithm loosely inspired by the circuitry of 
the human brain [Revisit Fig. 1.2]. 

ANNs, first invented in the 1950s [Fig. 1.7], comprise artificial 
neurons, which are connected by numbers called “weights” 
and arranged into series of layers. This structure resembles 
the arrangement of biological neurons in our brains. Data 
are passed through each neuron in a layer and assigned a 
weight before being passed on to the next. As data are 
passed through more neurons, the algorithm makes 
increasingly complex abstractions. At the output layer, the 
ANN produces a final inference about the data it ingested 
(e.g., “there is a cat in this photo,” or “employee pay is 
correlated with attrition”).

A simple way to think about ANNs is to use the metaphor 
of vision. When we perceive an object, say, a slice of cake, 
light waves are bouncing off it, hitting our retinas, and trav-
eling along the optic nerves of our brains in the form of 
electrical impulses. The individual impulses that travel to 

our brains are nonsensical in isolation, but our brain pulls 
them together and forms an internal representation of the 
cake. Similarly, ANNs take in many singular data points that 
are nonsensical in isolation and reconstitute them into a 
meaningful pattern [Fig 1.6].  

ANNs can have anywhere from dozens to thousands of 
layers of neurons. Advances in digital data availability and 
computing power in the past 5 years have made it possible 
to make ANNs perform better by massively increasing 
the number of layers in them. This is where the “deep” in 
DNN and deep learning comes from, and it’s what makes 
deep learning so special and exciting.14 DNNs have proven 
to be remarkably accurate and efficient at wide-ranging 
tasks—particularly those concerned with categorization, 
such as image identification and speech recognition. 

If you’d like to visualize how a neural network works, we 
recommend you visit Google’s TensorFlow playground, 
which allows you to see how neural networks are trained 
and provides more background on how these amazing algo-
rithms work.

A N  I N T R O D U C T I O N  T O  D E E P  L E A R N I N G

Figure 1.6 – How Neural Networks Interpret Information

Figure 1.7 – Neural Networks Through the Ages 
Sources: “A Mostly Complete Chart of Neural Networks” by the Asimov Institute, Booz Allen analysis

At the next layer, neurons form more complex 
abstractions, noticing whiskers

Neurons in the first hidden layer identify very 
simple features of the data, like diagonal lines

At the final hidden layer, the network forms a 
fuller abstraction—that it looks like a cat

Neurons

Input:
Cat Photo

Output:
Label

Weights

INPUT LAYER HIDDEN LAYERS OUTPUT LAYER

“CAT!”

Recurrent Neural Network (RNN)
1990

Perceptron (P)
1957

Feed Forward (FF)
1958

Input cell Hidden cell Output cell KernelRecurrent cellBack-fed input cell Probablistic hidden cell

Restricted Boltzmann Machine (RBM)
1986

Deep Convolutional Network (DCN)
1998

NON-EXHAUSTIVE

Earliest and simplest neural 
networks; form the foundation 

for future advances

Strong predictive power when used 
with large amounts of sequenced 

information (e.g., image 
classification, sentiment analysis)

Ideal for making predictions 
based on past behavior (e.g., 

Netflix recommendations)

Inspired by the animal visual cortex and 
used for wide applications in image and 

video recognition, recommender systems, 
and natural language processing
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What Artificial Intelligence Can and Can’t Do

2
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C O M E  S O  FA R ,  G O T  S O  FA R  T O  G O

Figure 2.1 – What AI Can and Cannot Do

Recent advances in AI are awe-inspiring— 
particularly for the many researchers who’ve 
dedicated decades to seeing the technology to 
fruition and endured its many setbacks. New 
developments in AI research and enabling trends 
have made possible astounding technological 
feats: driverless cars, robotic surgeons, soft-
ware that can compose music, write news arti-
cles, and translate languages in real-time. Amid  
a steady drumbeat of announcements over AI’s 
latest achievements and applications, a sense 
that humans may soon become passé has begun 
to take hold in certain circles. AI experts would 
say, “Not so fast.” 

Andrew Ng, one of the researchers most respon-
sible for AI’s breakthroughs in deep learning, said 

recently, “The types [of AI] being deployed are still 
extremely limited…If a typical person can do a 
mental task with less than one second of thought, 
[AI] can probably automate it”15 Stuart Russell, a 
professor at the University of California, Berkeley 
who has advanced AI research for decades, said 
this year, “I think we have at least half a dozen 
major breakthroughs to go before we get close to 
human-level [AI].”16 

In this section, we’ll give you an understanding 
of these researchers’ pragmatism by explaining 
what AI can and can’t do given the state of the 
technology. To start out, consider the following 
facts about what AI can and cannot do today—and 
notice which list is longer. (Fig. 2.1). 

“ This kind of euphoria of AI has taken over, and  
[the idea that] we’ve solved most of the problem is not true”

– Fei-Fei Li, Computer Vision Expert and Associate  
Professor at Stanford University, June 2017

WHAT AI CAN DO WELL TODAY WHAT AI CANNOT DO WELL TODAY

Perform some simple, well-defined 
tasks as well as or better than humans

Find and act on patterns in 
data—including patterns 
invisible to humans

Get better at performing a given task 
when given lots of labeled, well- 
organized data from which to learn

Learn from unorganized, unlabeled, 
or small amounts of data

Perform tasks that require creativity, 
empathy, or complex judgment

Understand the context that 
surrounds a given task 

Explain its mechanism for finding patterns 
in information or what those patterns 
mean (beyond giving them a label) 

Perform any entire job better 
than humans can 
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Execute narrow, deterministic 
tasks in a static environment

Uncover patterns in data and use 
them to act in static environments

Derive context from multiple 
data sources and use it to act 

in dynamic environments

Mature/Deployed Maturing/Pilots Emerging/In the lab

• Robotic Process Automation
• Expert Systems

• Core machine learning 
software & platforms

• Computer vision 
• Natural language processing 

& engines
• Cognitive robotics

• Low complexity, or “swivel 
chair”

• Rules-based (“Deterministic”) 
• High-volume/repetitive
• Require no context/reasoning
• Closed world environment

• Moderate complexity
• No hard and fast rules 
• Semi-repetitive 
• Require minimal context/reasoning
• Static, steady-state environment

• Moderate to high complexity, 
creative

• No hard and fast rules 
• Non-repetitive, unpredictable 
• Require context/reasoning 
• Real-time, dynamic environment

• Speed
• Scale
• Precision 
• Risk profile (low) 
• Easy-to-implement, inexpensive

• Insight discovery
• Scale 
• Precision in aggregate
• Ability to self-improve with data

• Closer approximation of 
human intelligence

• Ability to operate in dynamic 
environments

• Ability to self-improve with data 

• Inability to manage ambiguity 
• Minimal self-improvement 

• Requires massive data 
• Data must be 

tagged/labeled/organized
• Resource-intensive to implement
• Inability of AI to explain its insights 
• Inability to grasp context leads to 

failures, mistakes 

• Risk profile (higher)  

AI ERA

SIMPLE TASK
AUTOMATION

PATTERN
RECOGNITION 

CONTEXTUAL
REASONING

YESTERDAY TODAY TOMORROW
MACHINES…

TECHNOLOGY MATURITY

APPLICATIONS
(SEE FIG. 2.3)

• Contextual AI (“cognitive” or 
“semantic” computing) 

TASKS SUITED TO 
THIS TYPE OF AI

STRENGTHS

LIMITATIONS

1 2 3

Figure 2.2 – What Artificial Intelligence Can Do: Artificial Intelligence Capabilities 
Sources: DARPA, “Three Waves of AI, 2016; “Three Ways Work Can Be Automated,” Harvard Business Review, Booz Allen analysis
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Let’s start with the good news: AI research over the past 60 years—and 
especially the past 5—has given us some truly incredible machine capabilities. 

Automate Simple, Rules-Based Tasks 

Since the early days of AI, researchers have 
developed techniques for enabling machines 
to perform simple, rules-based tasks, usually 
by codifying human knowledge as sets of 
logic-based rules and programming rules into 
computers (“symbolist machine learning”). 
Expert systems are the quintessential example of 
this early AI technology. Using the knowledge of 
accountants, doctors, and other types of human 
experts, researchers built machines that could 
answer straightforward questions with precision 
and scale. Many commercial applications of these 
systems went out of fashion after the 1980s, due 
in large part to their rigidity and labor intensive-
ness. Collecting and formalizing the knowledge of 
experts takes a great deal of time, and each time 
the experts’ knowledge evolves, the machines 
require updates. Useful applications of expert 
system-like products do, however, persist. For 
example, tax preparation and accounting software 
can be viewed as an expert system.17

New applications of early machine learning 
research that rely on the same, basic concepts are 
also still emerging. Robotic Process Automation 
(RPA), which has grown increasingly popular over 
the past 3 years, is one such example. In RPA, 
virtual software “bots” are programmed onto 
machines to “observe” clerical staff performing 
simple, high-volume, rules-based tasks. Through 
observation of their human counterparts’ digital 
behavior, the bots develop rules they can use to 
repeat the steps themselves, autonomously. RPA 
is preferable to more classic computer program-
ming-based automation because it adapts to 
specific organizations’ unique processes. RPA is 
also easier to update than computer program-
ming, as bots can be reconfigured to retrain 
when an organization’s processes change. 
Organizations are adopting RPA quickly, seizing 
an opportunity to perform rote tasks more 
accurately and quickly and enabling staff to spend 
time on more complex, value-added activities. 

W H AT  A I  C A N  D O
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Find and Act on Patterns in Data 

While simple task automation has great potential 
to save organizations time and money, the current 
excitement surounding AI is largely the result of 
significant improvements in AI’s ability to find 
and act on patterns in data. In the past 5 years, 
enabling technology trends have made available 
massive amounts of data and computing power 
with which to train machine learning algorithms. 
The development of sophisticated deep learning 
algorithms inspired by the circuitry of the human 
brain has further boosted AI’s ability to find struc-
ture in data. 

The math and computer science behind the devel-
opments that enable machines to find patterns in 
data is complex, but the applications we have today 
are relatively straightforward. Machine learning 
algorithms ingest, learn from, abstract, and act on 
data in an “Input Data A generates some Simple 
Response B” fashion.18 Most of the tasks pattern 
recognition AI executes could be completed by a 
human with a few seconds of thought.

Given the relative simplicity of pattern recog-
nition AI, it may be surprising that it generates 
such technological euphoria. But, a larger portion 
of tasks that we perform than one might expect 
take just a few seconds of thought. Strung 
together, these moments-long actions make 
up a meaningful portion of our personal and 

working lives. A doctor reviewing an x-ray of an 
arm takes just a moment to determine if there’s a 
break. Driving down the highway, we know almost 
instantaneously whether we have time to merge 
lanes. A fluent translator takes just a moment to 
convey what was said by one party in English to 
a colleague in French. The applications of pattern 
recognition data are expansive (Fig. 2.3), and for 
many industries, transformative.

An accounting of the many applications of pattern 
recognition AI makes clear why it is inspiring 
such enthusiasm and investment on the part of 
government and private sector organizations. It 
also elucidates growing concerns over how AI will 
impact our jobs. 

It’s important to note, on this front, that while 
many jobs—from those in radiology to trucking—
will be significantly impacted by AI, relatively few 
will be eliminated entirely. Simple, straightforward 
tasks are building blocks of many of our jobs, but 
they don’t form the full picture of our working lives. 
They fit into a broader context of more complex, 
higher-order cognitive tasks and human interac-
tions—and today’s machines aren’t very good  
at context. 
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Goal ExampleUse Cases

“CORE” MACHINE 
LEARNING SOFTWARE 

Perceive, learn from, abstract, 
and act on data to perform 
pattern recognition-related  
enterprise tasks  

• Cognitive or “Intelligent” 
automation 

• Machine learning analytic 
platforms

  

A software program ingests 
information about an online 
store's competitors, 
adjusting prices in real time 
to reflect demand   

COMPUTER VISION 

Perceive, learn from, abstract, 
and act on data in images and 
video to perform visual tasks 
(e.g., navigating an 
environment, labeling a photo)  

• Object identification (i.e., in 
photos, video)

• Image and video tagging 
• Biometrics 
• Sentiment analysis 
• Facial recognition 
• Scene analysis  

Security cameras monitor 
video footage in real time 
and identify anomalous 
behavior, alerting human 
personnel to risks    

NATURAL LANGUAGE 
PROCESSING & GENERATION

(Including Text Analytics)

Perceive, learn from, abstract, 
and act on data in text and 
audio in natural language (i.e., 
conversational speech that 
does not adhere to rigid rules 
of syntax, grammar, etc.) to 
perform language-related tasks 
(e.g., generate text, translate 
audio, etc.)   

• Machine translation
• Speech recognition
• Language detection
• Sentiment analysis
• Document analysis 
• Virtual assistants
• Report generation 
• News article writing 
• Insight summarization  

An app translates the audio 
of diplomats speaking in 
real time, enabling foreign 
dignitaries to communicate 
in real time without a 
human translator    

COGNITIVE ROBOTICS

Perceive, learn from, abstract, 
and act on data to take action 
in a physical environment    

• Autonomous vehicles 
• Manufacturing “co-bots”
• Retail service robots 
• Home companion robots

An office robot roams the 
hallways of a university, 
guiding students to 
professors’ office hours and 
answering questions about 
classes    

Figure 2.3 – Pattern Recognition Artificial Intelligence Applications
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Despite at-times astounding advances in AI, it is still quite far from approaching 
parity with human intelligence.

Understand Context 

Intelligent machines suffer from a fundamental 
inability to perceive or make use of context—the 
circumstances or information that surround and 
give meaning to the tasks they perform. While 
humans rely on prior knowledge and situational 
awareness gleaned from multiple sources of 
information to take the right actions at the right 
times, machines see only the task directly in front 
of them. 

Why is it that AI can perform certain tasks with 
great competence while lacking basic compre-
hension? Today’s AI is generated using machine 
learning algorithms designed to address specific 
problem spaces and trained to recognize patterns 
in those problem spaces with thousands upon 
thousands of carefully labeled example data rele-
vant to that specific problem space (supervised 
machine learning). A given machine learning 
algorithm’s understanding of the world is there-
fore limited to whatever use case it was designed 
to address and whatever data was used to train it. 
An algorithm trained to recognize cats in pictures 
cannot recognize zebras unless it’s been shown 
thousands of tagged photos from the plains of 
the Serengeti. Moreover, an algorithm trained to 
recognize cats in pictures cannot also be trained 
to translate the word cat from English to Spanish—
different use case, new algorithm needed. With 
each machine learning algorithm operating in 

relative isolation, it is quite difficult for machines 
to stitch together context. And, without context, it 
can be hard for machines to make good decisions 
in ambiguous or uncertain environments. 

Driverless cars are an excellent example of 
an emerging AI technology that attempts to 
address this problem. Autonomous vehicles rely 
on dozens or hundreds of sensors and cameras, 
each with their own carefully designed algo-
rithms configured to work together to perceive 
and act on stimuli in the environment: a red 
light, a car in the next lane, a deer in the road. 
This works well enough for highway driving, 
where the roadway scenarios a car encounters 
are relatively predictable. Driving on city roads, 
however, is an exponentially more difficult and 
varied problem. While we can perceive whether 
a pedestrian is preparing to jaywalk, a driverless 
car would need dozens of sophisticated algo-
rithms trained on data concerning people’s body 
language, gestures, facial expressions, speed of 
movement, and even the region the person is in 
(there are more jaywalkers in New York City than 
Charleston). AI’s issues grasping context is the 
reason driverless cars for highways are already here, 
while car companies forecast fully autonomous 
driving in cities to be 5, 10, or even 20 years away. 
19, 20

W H AT  A I  C A N N O T  D O  ( Y E T )
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Explain Itself

The complexity and volume of the math that 
underlies machine learning algorithms makes 
them largely inscrutable—even to the researchers 
who create them. This is particularly true of 
deep learning—currently the most popular 
and commercially ubiquitous form of machine 
learning—where each algorithm comprises 
many interdependent abstractions that cannot 
be disentangled or analyzed in isolation. When 
a deep learning algorithm produces an output 
incongruent with what its creator, or the organiza-
tion that commissioned it, expected or intended, 
there is often no way to know why or how it 
happened. This has led many to refer to machine 
learning algorithms as “algorithmic black boxes.” 

Some AI researchers question why this matters: 
Humans make decisions all the time that are 
opaque, even to themselves. And humans, some 
argue, are inherently more fallible and prone to 
bias than cold, unfeeling computers. How do 
we know, for example, that a hiring manager’s 
decisions aren’t based on prejudice? Or that 

an executive’s “gut instinct” isn’t misguided? 
We can’t split our brains down the middle to 
understand our impulses and inclinations, so 
why should it matter that the same be true of 
the intelligent machines we create? 

There are a few important reasons to care about—
and work to overcome—the inscrutability of AI. 
First, AI enables tremendous scale: Machines 
can process information and make decisions on 
a much larger scale than humans. Their deci-
sions and actions, therefore, can have much 
more far-reaching consequences than those of 
one or a few humans. A hiring manager might 
in isolation discount a few qualified candidates, 
but a recruiting algorithm used across a company 
could erroneously shut off many hundreds of 
candidates from job interviews. This ties into the 
second problem with algorithmic black boxes. If 
AI is perceived to have made a mistake—treated 
a certain group unfairly or led a driverless 
vehicle to take a wrong and dangerous turn—it 
becomes quite difficult to assign blame. 

Learn Without Lots of Labeled, Organized Data 

AI’s reliance on supervised machine learning—
and the tens to hundreds of thousands of exam-
ples or more of tagged data it requires—is one of 
its chief limitations today. While a child can learn 
to understand her mother’s tone of voice almost 
instinctively at a young age, machines require 
massive reams of labeled data to extract the same 
meaning from sound. This requires time and 
resources many organizations and individuals 
don’t have. 

Demand for labeled data is so high that some have 
suggested labeling data might become the new 

blue collar job of the 21st century (not a job most 
of us would want!). Organizations have turned 
to interns, junior staff, and even crowd-sourced 
labor platforms, like Amazon’s Mechanical 
Turk and Crowdflower, just to prepare their 
data for machine learning algorithms. This is an 
expensive solution that precludes smaller, less 
well-resourced companies from taking advantage 
of emerging AI applications. 21, 22

Advancing unsupervised learning will unlock and 
make more accessible wide  applications of AI. 

“If you compare what computers can do now to what they could do 10 years 
ago, they ’ve cer tainly made a lot of progress, but i f  you compare them to 

what a 4-year-old can do, there’s st ill  a pret t y enormous gap.”
– Alison Gopnik, Developmental Psychologist, University of California at Berkeley 



17

THE ARTIFICIAL INTELLIGENCE PRIMER

Researchers are hard at work addressing the limitations of today’s AI. 

Around the world, companies, academic insti-
tutions, and even entire nations are making 
massive investments in pushing AI technology 
forward. The level of investment is so great that 

some of the limitations of AI that we’ve described 
here could be overcome in just a few months or 
years—we can’t be sure. But early developments 
in these areas show promise [Fig. 2.4].

W H E R E  A I  I S  G O I N G  N E X T

Enabling Machines to Understand Context 
Today's AI systems lack context: They can perform tasks with great competence, but only in narrowly defined contexts 
with little ambiguity. Their rigidity stems from their inability to piece together multiple pieces of information from 
different sources—individual algorithms address specific problems and operate in relative isolation. Researchers are 
working to make machine learning algorithms more interoperable so that they can perform more complex tasks in 
dynamic environments. One potential solution researchers are investigating is the use of progressive neural 
networks: separate deep learning systems connected to share pieces of information. 

Making Algorithms Explain Themselves 
AI systems today are largely opaque—there is no way, even for their creators, to understand how they arrive at the 
inferences they make. AI researchers are working to address the problem of "algorithmic black boxes" in a few ways. 
One method bypasses the problem of opening up algorithms completely by instead testing their outputs to detect 
bias. In 2016, researchers at Google and the Toyota Research Institute co-authored a paper detailing this approach, 
saying, "Our criteria does not look at the innards of the learning algorithm. It just looks at the predictions it makes."

Enabling Machines to Do More with Less Data
Researchers are working hard to reduce AI's massive requirements for data. In 2016, the International Conference on 
Machine Learning (ICML), a prestigious academic conference first held in 1980, hosted a workshop on data-efficient 
machine learning to tackle the problem of enabling machines to "learn in complex domains without large quantities 
of data." Participating researchers explored a variety of techniques for achieving this goal. One promising method is 
generalized learning, in which machines take knowledge from one domain space and apply it to another rather than 
receiving an entirely new data set to train on.

1

2

3

Figure 2.4 – Three Hard Problems AI Researchers are Focused on Today  23, 24, 25

If AI researchers successfully enable machines to 
understand context, explain their reasoning, and 
learn from less data, it will usher in a new era of 
AI in which the technology will be a much closer 
approximation of human intelligence. AI will then 

be able to robustly operate in dynamic environ-
ments, easily picking up new information as it 
experiences the world and explaining its mistakes 
along the way. This era of contextual reasoning is 
what many AI researchers aspire to today.
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Given all that you now know about AI, how can you get started on using it to 
address problems you see at your organization, or even in your day-to-day life? 
First, it helps to consider what you’ve learned about the kinds of problems AI  
is and is not useful for today. 

As an emerging technology, the vendor, research, 
and expert ecosystem within which AI is devel-
oping becomes more complex by the day. It is 
difficult to discern which AI technologies and use 
cases will bring value to a problem space, and even 
more complicated to disentangle what AI implies 

for an organization’s future when it comes to its 
clients, teams, and long-term trajectory. As with 
any strategic initiative, the best place to begin is 
by developing a clear map of your goals, vision, 
risk tolerance, and readiness to deliver. 

F I V E  Q U E S T I O N S  T O  A S K  
W H E N  G E T T I N G  S TA R T E D  W I T H  A I 
What are our goals? 

The first question to consider when evaluating 
AI investment is the value you hope to capture 
through the investment. Your aspirations may 
be as simple as creating efficiencies in internal 
operations or as audacious as transforming your 
organization’s brand or the industry within which 
it operates. Often, AI aspirations go beyond the 
immediate use cases under consideration to a 
broader vision for how the future will unfold and 
what your organization’s role will be in that future 
state. With high expectations on the horizon, it’s 
important to clearly articulate the return on invest-
ment expected from AI in the near and long term. 

An idea to consider: Develop a 1-, 5-, and 10-year 
vision. When developing a multiyear plan, execu-
tives should start by evaluating how AI is already 

impacting their industry, and how this disruption 
might evolve in coming years. What value could 
AI enable in the industry that other organiza-
tions are not yet capturing? What capabilities 
are competitors delivering that the organiza-
tion will need to respond to? What parts of the 
organization are most vulnerable? Next, using 
this picture, executives should think about their 
organization’s role in these developments: Will 
the organization be a leader or a fast follower? 
What are the weaknesses and benefits of different 
approaches? Using this vision, executives can 
develop shorter-term, 1- to 3-year goals that will 
set them on the path to realizing goals for their 
organization’s long-term trajectory. 

Figure 3.1 – A Recap of What We Have Learned 

• Simple, requires little or no context 
• Involves finding patterns in data 
• Characterized by large amounts of data—preferably labeled 
• Occurs in a static environment or one with little uncertainty 

• Complex, requires contextual understanding
• Requires explaining patterns in data 
• Little or no data to characterize the problem
• Occurs in a dynamic environment with lots of uncertainty

TASKS POORLY SUITED TO AITASKS WELL SUITED TO AI



21

THE ARTIFICIAL INTELLIGENCE PRIMER

How much risk are we willing to tolerate? 

When considering investment in AI, it’s important 
to remember that commercial applications of AI 
are still nascent and no AI product or platform is 
truly “off-the-shelf” (yet). All but the most basic 
applications of AI—for example, Robotic Process 
Automation (RPA)—come with a certain level 
of risk. An organization may, for example, set out 
to apply AI to a particular problem, only to discover 
the data the effort requires are harder to access 
and structure than originally estimated, length-
ening timelines and complicating the validity 
of outcomes. Or, an organization may develop 
a client-facing AI application that makes some 
mistakes, frustrating or even embarrassing the 
organization. The good news is that mistakes and 
unexpected hurdles in AI are not insurmountable, 
and the return on investment for AI applications 
is often worth the risk. Still, it’s important that 
executives develop a clear articulation of how 
much risk the organization is willing to tolerate 
when it comes to AI so that they can set clear 

parameters with partners and avoid frustrating 
organizational leadership. 

An idea to consider: Start small, then scale. 
Executives at risk-averse organizations should 
consider starting small. RPA, for example, can 
be applied relatively easily and quickly to many 
clerical tasks—often in just a few weeks and with 
minimal disruption to staff activities. Relative to 
other AI engagements, the cost of RPA is small. 
Demonstrating the value of AI in this use case 
can provide an on-ramp to more experimental AI 
efforts. Alternatively, executives might consider a 
narrow AI application within a small part of the 
organization where staff are open to and savvy 
about new technology. Many organizations apply 
AI first in their IT organizations, particularly 
to address threat monitoring and response in 
cyber security. Those internal experts that go 
first in using AI can later become ambassadors 
and communicators to other staff as AI is scaled 
across the organization. 

What is the state of our data assets? 

AI experts are working hard to make machine 
learning less data intensive, but until then, AI 
requires a lot of labeled, well-organized data. 
This data intensiveness is a stumbling block 
for many organizations working to capture the 
value of AI. Even those organizations with huge 
data assets find data is usually harder to extract, 
structure, and organize than they expect. A 2016 
survey found data scientists spend more than 80 
percent of their time simply preparing data for 
use.26 It is helpful to enter any AI engagement 
clear-eyed about the challenges to making use of 
data and consider strategies for addressing these 
challenges. 

An idea to consider: Use partnerships. AI is an 
inherently collaborative field: It is evolving so 
quickly that no one organization can afford 
to operate in isolation, and even the largest 
organizations are looking to partners to make 
progress. Organizations lacking data assets can 

consider looking to startups, public institutions, 
and government organizations to harness others’ 
data assets. The U.S. Government, for example, 
is working to make open data the default stan-
dard for its data assets, yielding rich information 
with wide business applications. Organizations 
may also consider funding academic research at 
institutions pursuing industry-relevant use cases. 

An idea to consider: Structure infrastructure to 
capture the data you will need. Any executive 
who’s attempted a data science or analytics 
effort knows how difficult it can be to structure, 
organize, and label data. The same is true for AI. 
Rather than trying to back into data that’s disor-
ganized or difficult to extract from organizational 
silos, consider thoughtfully collecting new data to 
power your AI efforts. 
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What AI talent assets do we have? 

AI talent is scarce, and the battle for the top experts 
is fierce. Even the most prominent tech organi-
zations—from Google and Amazon to Tesla and 
Uber—can rarely hold on to top talent for more 
than a year or two. Peter Lee, a VP in Microsoft’s AI 
research department, recently compared the cost 
of acquiring a top AI researcher to that of signing 
a quarterback in the NFL.27 This can be quite 
disheartening for many organizations that can’t 
offer NFL salaries to talent who will only be with 
them for 12–24 months. But the scarcity of AI 
talent needn’t be a barrier to entry for AI invest-
ment. Through partnerships with academics and 
investment in existing talent, most organizations 
can build the bench needed to put AI to work. 

An idea to consider: Balance between borrowing, 
buying, and building AI talent. Partnering with 
research institutions and academic organizations 

enables organizations to “borrow” world-class AI 
talent. Firms should consider the assets they can 
offer to assist these organizations: investment 
dollars, data sets, and access to executives’ 
industry-relevant insights. “Buying” AI talent is 
the right choice when an organization already has 
an AI application in mind that a hired expert can 
be put to work on right away. Executives should 
expect that it will be difficult to retain an AI expert 
long term and focus their efforts accordingly on 
interesting, time-constrained projects. Finally, 
organizations should invest in building AI talent 
in house. Most organizations will not have large 
cadres of in-house technical AI experts, but can 
upskill staff who have technical competencies. 
Those staff who don’t should be familiar with 
what AI is, how it operates, and how to interact 
with it. 

What are our values? 

AI’s portrayal in the media can conjure up fears 
of wide-scale automation, job loss, and even 
robot violence. While many of these fears aren’t 
warranted (at least for now), AI does have the 
potential to significantly negatively impact our 
lives. From automating parts of our jobs to ampli-
fying bias (if bad data are used) and disrupting 
our privacy (when our data are used in ways 
we don’t expect), AI is not all good news. It 
is therefore critical that executives consider 
how AI will impact their clients, shareholders, 
employees, and the public from an ethical, equity, 
and privacy standpoint when beginning any AI 
initiative. Executives should preempt concerns 
by transparently and authoritatively communi-
cating their organizational goals and values as 
they relate to AI. It is equally important to clearly 
explain any public-facing AI efforts to clients and 
investors. Clients may worry about their privacy, 
how their data will be used, and whether they are 
being treated fairly. It is important to convey your 
system of checks and balances for ensuring their 
concerns are addressed. 

An idea to consider: Develop a list of questions you 
imagine you may receive about your use of AI, and 
agree on your answers. Solicit input from a range 
of colleagues to ensure a diversity of perspectives 
are incorporated into these questions. Speak with 
executives, departmental leads, legal experts, and 
human capital resources about the questions and 
concerns you expect your AI efforts may generate. 
For example, “Will this technology replace my 
job?”; “How are my data being used?”; or, “What 
are you doing to protect my privacy?” Once you 
are clear on the questions that may arise, develop 
answers that you and fellow leaders can agree 
on. This is not simply an exercise in risk avoid-
ance—it will also help your organization define 
the ethical principles and values that will guide 
your use of AI. 
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Figure 3.2 – A Framework for Deciding How to Invest in AI

Low Moderate–High High

2–6 weeks 6–12 months 12–36 months

SHORT TERM MID TERM LONG TERM

• Few data assets
• Data assets siloed/unorganized

• Massive data assets or access 
to data

• Data labeled, organized 

• New in-house AI talent generally 
not required—implementation 
typically through vendors, 
consultants

• AI talent required, either in-house 
or accessed via partnerships (e.g., 
with academic institutions) 

• Leading AI talent required, 
typically accessed through 
partnerships (e.g., in 
engagements with large tech 
vendors) 

• Automate simple processes
• Free staff from rote work 
• Create efficiencies/save money
• Transform internal operations

• Augment staff in low- to 
medium-complexity tasks 

• Generate new business/ 
operational insights 

• Create a new client-facing 
capability 

• Enhance corporate brand

• Create an industry-leading 
technology/tool 

• Create an enduring competitive 
advantage

• Enhance corporate brand

• Robotic process automation
• Expert systems
• Simple automation 

• Core machine learning software
• Computer vision
• Natural language processing
• Cognitive robotics 

• Contextual machine learning 
("semantic" or "cognitive
computing")  

• Automate expense reporting 
• Automate call center data entry

• Create a virtual agent to interact 
with clients in call centers 

• Develop autonomous vehicles 

SIMPLE TASK
EXECUTION

PATTERN
RECOGNITION 

CONTEXTUAL
REASONING

GOALS

RISK TOLERANCE

TIME INVESTMENT 

DATA ASSET 
REQUIREMENTS

• Variable data assets—
generally large

TALENT REQUIREMENTS

SOLUTIONS 

EXAMPLES

When considering where to invest in AI, it’s 
helpful to consider the different types of AI you 
might want to implement, and compare them 

against your goals, risk tolerance, data assets, 
and talent to identify gaps and opportunities. 
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A  G L O S S A R Y  O F  T E R M S
A Short Guide to the Terms Used in AI Research

4
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Artif icial Intelligence: A term interchangeable with “MI.” 
AI was the original term often used to classify the technology 
now often dubbed MI. Some organizations prefer the term 
MI because it is less likely to evoke ties to science fiction.

Computer Vision: AI systems that can perceive, learn from, 
abstract, and act on data in images and video to perform 
visual tasks (e.g., navigating an environment, labeling 
a photo). Computer vision systems typically consist of 
enabling technologies and techniques—sensors, cameras, 
and image processors—and machine learning algorithms. 
Applications of computer vision include object identifica-
tion (i.e., in photos and videos), image and video tagging, 
biometrics for security and other purposes, sentiment 
analysis, facial recognition, and scene analysis.

Expert Systems: An early form of AI in which researchers 
codified human experts’ knowledge as sets of logic-based 
rules and programmed these rules into computers, enabling 
them to perform straightforward tasks with precision and 
scale. These systems lost popularity during the 1980s due 
to their rigidity and poor handling of changing or ambiguous 
circumstances.

Five Tribes of Machine Learning: A term coined by 
contemporary AI expert Pedro Domingos for disparate 
groups of AI researchers who favor competing approaches 
to designing machine learning algorithms. 

Labeled or “Tagged” Data: Data which have been given 
a label, (e.g., “there is a cat in this photo”) typically by 
humans, that corresponds to an outcome variable. Labels 
make these data useful for training supervised machine 
learning algorithms. Labeling data can be time consuming, 
and data that come pre-labeled are often expensive. 

Machine Intelligence: A field concerned with producing 
machines able to autonomously perform tasks that would 
normally require human intelligence by giving them the 
ability to perceive, learn from, abstract, and act using data.

Machine Learning: A technique to achieve AI in which 
computers are given the ability to learn without being explic-
itly programmed using algorithms that can parse, learn 
from, and make determinations based on data. 

Natural Language Processing and Generation (NLP, 
NLG): AI systems that can perceive, learn from, abstract, 
and act on data in text and audio in natural language (i.e., 
conversational speech that does not adhere to rigid rules 
of syntax, grammar, etc.) to perform language-related tasks 
(e.g., generate text, translate audio). Applications include 
machine translation, speech recognition, language detec-
tion, sentiment analysis, document analysis, virtual assis-
tants, report generation, news article writing, and insight 
summarization.

Robotic Process Automation: A recently developed form 
of AI that enables machines to perform simple, rules-based, 
high-volume tasks—often clerical or “back office.” Software 
“bots” observe clerical staff performing these tasks and 
develop rules for repeating them, enabling the execution of 
simple tasks at scale and with precision. 

Supervised Machine Learning: An approach to training 
machine learning algorithms in which the algorithms are 
given input  variables and output (or “tagged” variables) from 
which to learn patterns and make inferences. Supervised 
machine learning is useful for classification (assigning items 
to categories) and regression (finding values, such as price 
or weight) problems. 

Unsupervised Machine Learning: An approach to training 
machine learning algorithms in which the algorithms are 
given only input variables from which they uncover patterns 
and make inferences on their own. Unsupervised machine 
learning is good for clustering problems (grouping people, 
behaviors, types, etc.) and classification problems (finding 
rules in data). 

Unlabeled or “Untagged” Data: Data which have not 
been given a label to make them useful for training super-
vised machine learning algorithms. The vast majority of 
data in the world are unlabeled, making them relatively less 
expensive to use or obtain than tagged or labeled data. 
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The developments occurring in Artificial Intelligence (AI) are 

undeniably among the most exciting technological advancements 

of our era. AI will, over time, have broad impacts on how we 

engage with our work, communities, and one another. To make 

the most out of these changes, we must remain pragmatic about 

AI’s capabilities and limitations. We hope that the AI Primer has 

enabled you to better understand these considerations, and to 

imagine how you will use AI to create a more equitable, verdant, 

and meaningful future. We encourage you to share these ideas with 

us. Join us in the conversation at AI@bah.com.
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